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ABSTRACT 

In practice, the result of signal recognition is degraded by noise. Training 
speech signals are usually noise-free, while testing speech signals are 
noisy. The presence of noise leads to a strong deviation of the spectra of 
the testing speech signals from the spectra of their standards in the training 
sample. Therefore, the quality of the recognition result against a 
background of noise drops sharply. The article proposes a trial 
amplification of the speech signal spectrum in the recognition process. A 
multiple algorithm for recognizing commands against a background of 
noise is compared with a single algorithm for recognizing speech 
commands. The problem of recognition of speech commands on the 
background noise is reviewed. The developed numerical algorithm of 
recognition is studied. The results of the experiments are reported on 11 
speech commands from the TIDigits dataset. 
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Introduction 

In practice, the speech signals recognition [1-6] result is degraded by noise. Training 
speech signals are usually noise-free, while testing speech signals are noisy. The 
presence of noise leads to a strong deviation of the spectra of the testing speech signals 
from the spectra of their standards in the training sample. Therefore, the quality of the 
recognition result against a noise background drops sharply [7]. In [7], to solve the problem 
of recognizing speech commands against a noise background, it is proposed to amplify the 
signal spectrum by a constant. This means that the values of the signal amplitude 
spectrum samples are increased by a constant. In [8], algorithms were proposed for 
determining optimal gain constants for each application condition and a single gain 
constant for different application conditions. The positive results of these studies confirm 
the improvement in recognition quality by amplifying the signal spectrum. This raises an 
important question about what to do if we do not have any a priori information about the 
noise (noise type, noise level). 

Command recognition against a noise background. 

A trial amplification of the speech signal spectrum during the recognition process is 
proposed. When executing the algorithm for recognizing speech commands against a 
noise background in [7], the speech signal is transformed with a fixed value of the gain 
constant c. We will call such an algorithm a single-shot recognition algorithm. If a trial 
transformation of the speech signal during the recognition process is taken into account, 
i.e. the constant c can change, then the algorithm for recognizing speech commands 
against a noise background becomes multiple. The steps of the multiple algorithm for 
recognizing speech commands against a noise background (MARSC) are given below: 

1. Construct a sequence A = (a1, a2, a3,...) of short-term spectra [9] ai (ai
k,1 < k < N/2)

from a speech signal Y = ( y1,..., yT). 
2. Take one value of the gain constant c from a predetermined range [0, 0.1,..., 1.9].

Increase the values of the amplitude spectra by the next value of the constant c. After 
“amplifying” the short-term amplitude spectrum by c > 0, a new sequence of amplitude 

ak{ ,1spectra is obtained A { ,a a 
1 2 ,a ,3 ...},where a   k N ./ 2}, ak  a  ck

ii i i

3. Obtain a sequence X = (x1, x2, x3,...) of vectors of small-frequency cepstral

1 2 3A { ,a a  ,a ,...},  of short-termcoefficients [9] xt (xt
m,1 < m < M) from the sequence 

amplitude spectra. 
4. Calculate the probability p(X(c) | v(c)) of the sequence vectors X mel-frequency

cepstral coefficients with respect to each signal class v = 1,2,...,V, where the parameter 
v(c) describes the v-th signal class after amplifying their spectrum by a constant c. In the
database, each signal class v = 1,...,V describes a set of standards v(c) with different 
levels of amplification of signal spectra c[0,0.1,...,1.9]. . 

5.. Repeat teps 2-4 for all values of the constant c.
6.. Among all set (c, v), find the set (c*, v*) that provides the maximum probability

p(X(c) | v(c). 
Thus, the corresponding number v* of the signal class is: 

*

c
v argmaxma

v
x ( ( ) |p  vX ( ))c , 1c , 2,...,v . V




Thus, when executing the MARKS algorithm, some value of the gain constant c is 
selected from the range [0, 0.1,..., 1.9]. In the general case, the use of some value of the 
gain constant c from this range does not mean at all that the mel-frequency cepstral 
representation of the input signal becomes closer to the mel-frequency cepstral 
representation of the reference signals. But, ultimately, such an optimal value of the gain 
constant c will be selected that will still improve the quality of recognition of the input signal, 
which means approaching the mel-frequency cepstral representation of the reference 
signals. 
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Algorithm study for recognizing commands against a noise background 

A comparison of the multiple-shot command recognition algorithm against a 
background of noise MARKS and the single-shot speech command recognition algorithm 
(CRA) is performed. The CRA algorithm is a variant of the MARKS algorithm with the gain 
constant c = 0. Experiments were conducted on 11 speech commands from the TIDigits 
dataset [10-13]. The set of 440 speech signals from 40 speakers is randomly divided into 
two samples (each sample contains signals from 20 speakers who pronounced each 
command once). One sample plays the role of a training sample, the other is used as a test 
sample. The training sample is used to train the MARKS and CRA algorithms. Noise with a 
signal-to-noise ratio of Rsn (dB) was artificially added to the test speech signals. 

For a given speech signal Ψ = {1,...,T} and noise  ={1,...,T} with value Rsn, the 
noisy speech signal Y ={y1,..., yT} is formed by the formula [14]. 

2 220

1 1

10
Rsn T T

tt t i i
ii

1,..., .  T 




 / ,y t  

The recognition of speech signals contaminated with additive white Gaussian noise is 
considered. Figure 1 shows additive white Gaussian noise and its amplitude spectrum.  
For example, for additive white Gaussian noise with a noise level of Rsn = 6.9,12,15 dB for 
the model of signal classes as two-component random processes, recognition is 
performed by the MARKS and CRA algorithms with the number of recognition errors 
counted. Figure 2 shows the recognition result. 

It turned out that for additive white Gaussian noise with a noise level of  
Rsn = 6.9,12,15 dB, on average, the use of the MARKS algorithm leads to a decrease in the 
number of recognition errors compared to the use of the CRA algorithm by 51.59%. 

The recognition of speech signals contaminated with real environmental noise from 
the exhibition hall is considered [15]. 

Figure 3 shows the ambient noise from the exhibition hall and its amplitude spectrum. 
For example, for ambient noise from the exhibition hall with a noise level of Rsn = 6.9,12.15 dB, 
for the model of signal classes as two-component random processes, recognition is 
performed by the MARKS and CRA algorithms with the number of recognition errors 
counted. Figure 4 shows the recognition result. It turned out that for ambient noise from the 
exhibition hall with a noise level of Rsn = 6.9,12.15 dB, on average, the use of the MARKS 
algorithm leads to a decrease in the number of recognition errors compared to the use of 
the CRA algorithm by 31.25%. 

Figure 1. Additive white Gaussian noise a) and its amplitude spectrum b) 
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Figure 2. Number of recognition errors by algorithms: 1 – CRA; 2 – MARKS 

Figure 3. Ambient noise from the exhibition hall a), and its amplitude spectrum b) 

Figure 4. Number of recognition errors by algorithms: 1 – CRA; 2 – MARKS 



20 Synchroinfo Journal 2024, vol. 10, no. 5 

Recognition of speech signals contaminated with real noise inside a moving subway 
train is also considered [15]. 

Figure 5 shows the noise inside a moving subway train and its amplitude spectrum. 
As a conclusion after analyzing the literature, it can be said that multiplexers and 

demultiplexers are the basis for creating switches that control the flow of transmitted 
information in optical systems, while the synchronicity of their operation will be ensured by 
PLL devices implemented as part of specialized microcircuits manufactured using CMOS 
technology with submicron design standards. 

Figure 5. Noise inside a moving subway train a), and its amplitude spectrum b) 

Figure 6. Number of recognition errors by algorithms: 1 – CRA; 2 – MARKS 

For example, for the noise inside a moving subway train with a noise level of 
Rsn = 6.9,12.15 dB, for the model of signal classes as two-component random processes, 
recognition is performed by the MARKS and CRA algorithms with the number of 
recognition errors counted. Figure 6 shows the recognition result. 
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It turned out that for the noise inside a moving subway train with a noise level of 
Rsn = 6.9,12.15 dB, on average, the use of the MARKS algorithm leads to a decrease in the 
number of recognition errors compared to the use of the CRA algorithm by 20.68%. 

Thus, the experiments show that the MARKS algorithm effectively improves the 
quality of speech command recognition against a noise background. 
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